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Abstract: Health insurance fraud remains a global menace 

despite the controls implemented to address it; one of such 

controls is preauthorization. Although, preauthorization promises 

reduction in fraud, waste and abuse in healthcare, it places undue 

administrative burden on healthcare service providers and delay 

in patient care. This limitation has not been thoroughly explored 

by works of literature in the machine learning domain. In this 

work, a deep learning model is proposed to learn the 

preauthorization process for fraud prevention in health insurance 

for improved process efficacy. In detail, a de-identified HMO 

preauthorization dataset is used for training the Long Short- Term 

Memory (LSTM) network. To address class imbalance and avoid 

data overfitting, the proposed approach utilizes random 

oversampling and dropout techniques respectively. The 

experimental results reveal that the proposed model can effectively 

learn preauthorization request patterns while offering a fraud 

detection accuracy rate of over 90% with a 2-4% improvement rate 

in accuracy when compared with previous techniques based on 

conventional machine learning techniques. The proposed 

technique is capable of detecting anomalous preauthorization 

requests based on medical necessity.  

Keywords: Deep Learning, Health Insurance Fraud, Machine 

Learning, Pre-Authorization.  

I. INTRODUCTION 

According to estimates, healthcare fraud, waste and 

abuse account for about 10% of total healthcare spending, 

making it a crucial problem for healthcare systems. [1]. Fraud 

in health insurance is an intentional provision of false or 

misleading information to a health insurance company in an 

attempt to access unauthorized benefits [2]. Although abuse 

and waste are not particularly related to fraud except when 

done deliberately, the latter refers to provider practices that 

fall short of acceptable practices, leading to payment for 

services that are medically unnecessary, while the former is 

the unnecessary provision and overuse of healthcare services 

to get more profit or kickbacks [3]. Fraud can be committed 

at every level and by all entities involved in the health 

insurance scheme, which makes it more complex to 

supervise.  
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Most nations' laws describe healthcare fraud as criminal 

because it drains the government's funds and denies access to 

beneficiaries who truly need healthcare services. One of the 

known processes that have been implemented to prevent 

fraud and abuse is pre-authorization [4]. Pre-authorization is 

a preventive and procedural measure that necessitates 

healthcare providers to seek authorization from the HMO 

before certain services or medications are provided or 

rendered to patients. It is a method employed by the HMO to 

keep costs in check by eliminating error, waste, and 

unnecessary services. This process as shown in Fig. 1 

requires medical professionals at the HMO to verify if 

requested procedures, treatments, or prescriptions are 

covered in the health plan, medically necessary, or 

fraudulent. These checks are conducted against clinical 

guidelines and health plan policies before decisions are made 

on whether to approve the requests or not. Asides from 

cost-savings, pre-authorization is also intended to enhance 

the quality of health care and ensure patients’ safety [5]. The 

contemporary pre-authorization process is time and resource 

intensive, delays patient care as well as requires a 24/7 

presence of several professionals at the HMO to review 

requests in a timely manner [6].  Considering the large 

number of requests that have to be reviewed, this process is 

inherently inefficient and results in errors and poor service 

delivery. As a result, there is a pressing need for the sector to 

adopt a more efficient method that will result in significant 

cost and time savings [7]. With the advancement of 

technology and the need for increased efficiency, information 

systems based on data mining and machine learning methods 

have been employed to automate and simplify this process 

[8], [9]. Machine learning offers a dynamic approach to fraud 

detection by offering the system the ability to learn from 

sample features and improve without being explicitly 

programmed [10]. 

Deep learning has attracted a significant amount of interest 

in recent times. However, its potential in preauthorization has 

yes to be exploited, especially in the area of predicting fraud 

waste and abuse in health insurance. In this study, a model 

based on a deep neural network is proposed to learn the 

diagnosis-treatment and diagnosis-prescription relationship, 

which plays a significant role in discovery of medical abuse 

or fraudulent behavior in preauthorization, as well as 

determine which requests are medically necessary or 

otherwise. The result of the experiment shows that the model 

can improve the discovery rate of fraudulent, non-medically 

necessary and other abnormal requests from healthcare 

service providers. In this way, the proposed system is able to 

support or complement the job of the domain experts for 

process effectiveness. 
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II. RELATED WORKS 

Not so many works have been carried out in the use of 

preauthorization for fraud and abuse detection. Araujo 

proposed a decision support mechanism for the 

preauthorization process in [11]. To learn this process, 

Random Tree (RT), Naive Bayes (NB), Support Vector 

Machine (SVM) and Nearest Neighbour (NN) classifiers 

were used on a 7-year dental request dataset. The algorithms 

were evaluated based on the Accuracy (ACC), Precision (P), 

Recall (R), F-Measure (F1), Area Under the ROC curve 

(AUC) and Kappa index (K) performance metrics. The best 

classifiers including SVM, RT and NN were combined to 

form an ensemble. The selected classifiers performed well 

individually but performed better as an ensemble, resulting in 

the accurate classification of about 96% of the prior 

authorization requests. Araujo also proposed the use of 

decision tree and induction rules, for the request 

authorization process in [12], both providing results with 

ratings above 90%. Also in a bid to improve the learning of 

the preauthorization process, [4] trained Random Forest, 

K-Nearest Neighbor (KNN) and SVM models on patients’ 

historical dataset that were represented using textual features. 

Precision, recall and kappa are the performance metrics used 

to evaluate the models. SVM and KNN classifiers reported 

substantial improvements. Furthermore, in [13], textual 

features were proposed to further enhance the 

prior-authorization learning process. Different bag of words 

techniques were used to extract the textual features and 

evaluated using Sequential Minimal Optimization, Naive 

Bayes, J48, Instance based K and Random Forest (RF). The 

performance of the classifiers was measured using Precision, 

F1 and Recall with RF giving the best result. Table 1 below 

presents works of literature on preauthorization for fraud 

prevention in health insurance based on machine learning 

techniques, the source and datasets used, the algorithms 

evaluated and results. The previous works of literature 

proposed methods based on conventional machine learning 

algorithms. The data landscape in our modern digital world is 

changing as data sizes increase. This has necessitated the 

need to explore deep learning techniques for this purpose as 

conventional machine learning algorithms offer limited 

performance in processing and training on voluminous data. 

[14].

Table- I: Publications on Preauthorization with Machine Learning Methods 

Publication Aim Methodology Dataset Outcome Limitations 

[4] 

To learn and improve the 

preauthorization process 
based on patients’ 

historical data 

Random Forest, 
KNN and SVM 

Brazilian HMO dataset 
366 samples 

SVM and KNN performed best 

Refused Class: P = 0.86, R = 1 
Approved Class: P = 1, R = 0.98 

K = 0.92 

Limited data (366 records) 

[11] 
Support decision-making 

in prior authorization. 

Random Tree, Naive 
Bayes, Support 

Vector Machine and 

Nearest Neighbor 

Dental dataset from a 
non-profit health 

insurance company. 

11,285 samples 

Ensemble (SVM, NN, RT) 
performed best P = 0.96, R = 0.98,  

ACC = 0.96, F1 = 0.96, AUC = 

0.95, K = 0.94 

Dental procedures only 

[12] 

To create a support 
system for medical 

reviewers by modeling 

their behavior 

Decision Tree and 

Induction Rules 
 

Authorization requests 

from a nonprofit health 

insurance company 
Medical data 

770,392 samples 

Classifier by Induction Rules 
showed better performance: 

Authorized Class: R = 97.07%,   

Unauthorized Class: R = 100% 

Classification techniques 
have fixed point operation, 

thus  hindering analysis 

using ROC curve. 

[13] 

Exploring textual 

features to enhance the 
prior authorization 

learning process and 
evaluation of algorithms 

Naive Bayes, 
Sequential Minimal 

Optimization, 
Instance-based K, 

J48 and Random 

Forest 

Authorization data 

from a non-disclosed 
source 

3562 samples 

RT performed best with Refused 

Class: P = 0.872, R = 0.826 and F1 
= 0.848 

Approved Class: P = 0.835, R = 
0.878 and F1 = 0.856 

Use of textual features that 

does not take semantics 
into consideration 

Limited data 3562 records 

III. METHODOLOGY 

A. DATASET 

In this paper we use real HMO pre-authorization request 

data for years 2020–2021. The request data contains about 

122,000 records, 24 features and is pre-labelled as approved 

or rejected as deemed fit by the reviewing domain expert 

based on medical necessity or fraudulent indications. In this 

section, we describe this dataset in detail. The 

pre-authorization request data describes the diagnosis and 

corresponding procedures, treatments or medications as 

prescribed by the health care provider for the patients. 

Records within the dataset contain various patient and 

healthcare provider features, including National Health 

Insurance Scheme (NHIS) number, patient’s first and last 

name, gender, phone number, address, diagnosis ID and 

description, treatment ID and description, request 

communication, primary healthcare provider and ID, referred 

healthcare provider and ID, request status, approval code and 

date of approval code. The NHIS number is a unique 

identification number for health insurance subscribers. In 

addition, in cases where a preauthorization request is 

rejected, the corresponding records contain another column 

that describes the reason for rejection. The dataset contains 

both numerical and categorical values. An example of the 

preauthorization dataset is presented in Table 2. 

However, due to privacy, ethical and legal reasons, the 

dataset was de-identified in compliance with the HIPAA 

regulation, by taking out personal identifiable information 

(PII), such as unique IDs, dates of birth, phone numbers and 

addresses from the dataset. In addition, fake IDs were 

generated to substitute real IDs in the dataset to identify all 

subjects anonymously. Consequently, the dataset was 

pre-processed to enhance the data quality and reduce the 

amount of irrelevant information. 

B. Data Preprocessing 

Data preprocessing helps in the creation of standardized 

dataset suitable for model training. This process is posed with 

several challenges due to the heterogeneity, inconsistencies 

and prevalence of missing values in healthcare data. These 

missing values may affect data analysis and accuracy of the 

model [15]. 
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This was handled by enumerating records with missing 

values and then substituting with appropriate imputations 

depending on the data missing. 

In health insurance, there are no general factors that can be 

used to determine fraud or tell if a procedure is medically 

necessary or not, due to the multivariate nature of healthcare 

data. This was one of our major challenges; to determine the 

factors that have significant impact on deciding whether 

requests are medically necessary for detection of fraudulent 

requests present in the dataset. With the help of a domain 

expert, features that were not necessary for decision making 

at the time of preauthorization were eliminated, leaving 

required attributes. Since, the major concerned is identifying 

fraud and abuse by establishing the medical necessity of 

requests, the provider-level attributes like healthcare 

providers’ names and IDs were removed from the dataset as 

they are not relevant to decision making. Only 7 features 

remained in the dataset after a total of 12 characteristics were 

dropped. The resulting feature set and associated data types 

are outlined in Table- II. 

Table- II: Feature Set and Corresponding Data Type  

Features Datatype 

Age Numerical 

Gender Categorical 

Diagnosis_ID Categorical 

Treatment_ID Categorical 

Request_Communication Categorical 

Request_Status Categorical 

All categorical features must be properly encoded before they 

can be processed by a neural network. Basically, one-hot 

coding can be used to vectorise categorical variables; 

however, it drastically increases dimensionality of the dataset 

and does not capture the semantic relationships between 

words [16]. Hence, in this work we utilise word embedding to 

vectorise categorical features. After these data processing 

steps are completed, the resulting dataset had 117343 

samples and exhibits the challenge of class imbalance. Class 

imbalance occurs when there are significantly more instances 

of one class (the majority class) than there are of another class 

(minority class) [17]. This phenomenon is considered as one 

of the major problems in data mining and it is mainly 

encountered in situations where anomaly detection is crucial 

[18], [19] as in the case under consideration. The number of 

authorised samples (117068) is exceedingly greater than the 

number of rejected samples (275). Fig 1. presents the 

disparate levels of data before employing a resampling 

method. can be seen in Fig 1. while class levels after ROS 

implementation is illustrated in Fig 2. 

 

Fig. 1. Imbalance Data Levels before Resampling 

 
Fig. 2. Data Level after ROS showing the Number of 

Positive and Negative Samples 

The majority of machine learning algorithms have 

difficulty in building models that accurately classifies 

samples in the minority class, as a results of bias towards the 

majority class samples due to its increased occurrence in the 

dataset [20]. Thus, data-level class balancing method using 

random over-sampling (ROS) was explored to address this 

challenge. The ROS approach entails duplicating minority 

class samples until the appropriate amount of class balance is 

attained, and is best suited for neural networks [21]. Since 

there are many more normal requests than there are 

anomalous requests, the rare class must be over-sampled at 

high rates in order to even out the class distributions. 

However, if under-sampling is employed until class balance 

is achieved, we run at a risk of losing data samples, because 

with this technique, samples from the majority group are 

randomly removed until all classes are the same size [21]. 

This can be disadvantageous with deep learning, 

performance of the a deep learning model decreases with a 

decrease in data. The most efficient strategy to enhance 

performance on the test set is to use more training data [22]. 

Result Subsequently, the dataset was split 80:20. 80% of the 

data was used for training the neural network while the 

remaining 20% was used for model validation. 

C. MODEL  

Based on the limitations of the previous works, this work will 

employ the use of textual features and deep neural networks 

to learn preauthorization request patterns for fraud prevention 

in health insurance. The Long Short Term Memory (LSTM), 

a class of Recurrent Neural Network (RNN) is explored to 

learn the diagnosis-treatment and diagnosis-prescription 

relationship, which plays a significant role in the discovery of 

medical abuse or fraudulent behavior in preauthorization. 

LSTM addresses the vanishing gradient issue present in 

conventional RNN by substituting the self-connected hidden 

units with memory blocks. They give the learning network 

the ability to store data for longer periods as well as select 

when to acquire new information and when to dispose of 

previously learned data. [23].  
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This is desirable for the fraud detection problem as health 

insurance policies and fraud patterns are known to be 

dynamic and evolve overtime. Furthermore, as categorical 

features need to be converted to vectors that can be fed into 

the neural network, the default Keras embedding layer is 

employed for word embedding. To optimize the model, the 

Adam optimizer was employed as research has demonstrated 

that it performs better than other well-known optimizers [24]. 

All hidden layer neurons utilize the rectified linear unit 

(ReLU) activation function, and the output layer neurons 

employ the sigmoid activation function to calculate posterior 

probabilities. It has been demonstrated that the ReLU 

activation function alleviates the vanishing gradient issue and 

speeds up training. [25]. A dropout layer is also used before 

the output layer, to reduce overfitting and improve 

generalization of the model to new data by randomly 

deactivating non-output neurons during each iteration and 

forcing the model to learn more robust features. [26], [27]. 

Fig. 3. and Fig. 4. illustrate the process flow and proposed 

architecture for the LSTM model used in this work for 

classifying the pre-authorization requests. 

 

Fig. 3. Process Flow for Proposed Deep Learning Framework for Pre-authorization 

 

Fig. 4. Proposed LSTM Architecture for Pre-authorization 
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D. Performance Metrics 

This study employs a number of complementary 

evaluation metrics to provide a clear picture of model 

performance. The confusion matrix, accuracy, precision, 

recall and F1 score are reported in this study. Since this is a 

binary classification problem, there are only 2 classes; the 

positive and negative, there are 4 possible outputs on the 

confusion matrix, the True Positive (TP), False Positive (FP), 

True Negative (TN), and False Negative (FN). A positive 

sample that is classified as positive is a TP, if classified as 

negative is considered as FN. A negative sample classified as 

negative is considered as TN, if classified as positive is 

considered a FP. The metrics used are dependent on these 

values. The accuracy as in (1) is a measure of how close the 

predicted value is to the true value, precision (2), measures 

the positive samples that are correctly predicted to be 

positive, while recall (3) is a measure of the negative group 

that are correctly predicted to be negative. The F1-score (4) 

reports the harmonic mean of precision and recall, which 

ranges between 0 and 1. A large F-score represents high 

classifier efficacy. The confusion matrix shows a comparison 

of predicted labels to true labels. 

FNTPFPTP

TPTP
accuracy

+++

+
=                                       (1) 

FPTP

TP
precision

+
=                                                       () 

FNTP

TP
recall

+
                                                                () 

recallprecsion

recallprecision
ScoreF

+
=−

*
*21                              () 

IV. RESULT AND DISCUSSION 

The capability of the LSTM network to predict fraud, 

waste and abuse in preauthorization request is expressed as a 

binary classification problem. The confusion matrix is used 

to visualize the LSTM classifier's prediction rate as 

illustrated in Fig. 5. We can read therefrom that the LSTM 

model predicts the fraudulent and normal requests with an 

accuracy of 99.4%. The number of samples that were 

misclassified for the normal and anomalous requests are 239 

and 0 respectively (0.05% and 0%). 

 

Fig. 5. Confusion Matrix of the LSTM Binary Classifier 

showing the Correct Predictions in the Cream Diagonals 

and Incorrect Predictions on the Black Diagonals. 

A model has an accuracy of 99%, depicts excellent model 

performance. However, accuracy is susceptible to class 

imbalance; two classifiers with same accuracy may perform 

differently in terms of the predictions they each produce [28]. 

Hence, the precision, recall and F1-score, which indicates the 

true positive rate and true negative rate, are calculated to find 

the actual positive samples and actual negative samples. 

Therefore, although the model achieved high accuracy, the 

precision, recall and F1-score will be considered significant 

to evaluation of the prediction correctness of the model. 

Table- III presents the performance metrics of the classifier 

for before and after data resampling with ROS. The accuracy, 

precision, recall and F1 score of the model is presented for 

both experiments. 

Table- III: Result of LSTM Model Evaluation 

Metrics Before ROS After ROS 

Accuracy 99.8% 99.4% 

Precision 0.69 0.98 

Recall 0.17 1.00 

F1-Score 0.28 0.99 

 

According to the experiment, the proposed LSTM model is 

capable of detecting anomalous preauthorization requests by 

learning to make decisions for preauthorization requests 

based on medical necessity. Using the diagnosis and 

treatment IDs, the model is able to accept or reject requests 

on the basis of learned diagnosis-treatment and 

diagnosis-treatment relationships. 

V. CONCLUSION 

Fraud cases in the healthcare system have been on the 

increase in recent years and patients who genuinely need 

medical care suffer because of the unavailability of services 

resulting from lack of funds caused by fraud. Fraud and abuse 

can be deterred through preauthorization. However, the 

process is time consuming and can be inefficient with an 

increase in request. Regrettably, just a few works have been 

done in this area. This research work has explored the use of 

deep learning to learn the state of art machine learning 

methods for combatting fraud in the health insurance system 

through preauthorization.  

This paper has presented a LSTM network for fraud, waste 

and abuse detection through preauthorization. Four major 

performance metrics are used to evaluate the performance of 

the LSTM classifier, and the findings demonstrate that the 

suggested strategy outperforms the state-of-the art techniques 

that used conventional machine learning methods. 

By eliminating class imbalance from the dataset using the 

ROS method, high precision, recall and F1-scores were 

achieved. We conclude that deep learning with ROS gives a 

better result when compared with previous traditional method 

used to learn the pre-authorization method as seen in 

reviewed literature. In this study, the size of the dataset is 

quite limited, due to the non-availability of labelled data 

samples and difficulty in collection of healthcare dataset due 

to its sensitivity.  
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It is therefore anticipated that the training dataset might not 

cover every possible diagnosis-treatment case. Similarly, it is 

essential for fraud detection techniques to be capable of 

adapting to constantly changing fraudulent behaviors. Hence, 

further work in this area should consider implementation of 

semi supervised learning methods e.g. active learning to give 

room for progressive labelling and model training and update 

[29]. Furthermore, unlike health insurance claims data, there 

are currently no publicly available preauthorization datasets. 

This is also attributed to privacy concerns which often 

prevents the publication of such data. As a result, researchers 

are compelled to develop their own models with personally 

sought data or data they have independently collected, and it 

is difficult to compare results when each research uses a 

different dataset. Finally, advanced deep learning and class 

balancing methods can also be explored for better 

performance. 
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