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Abstract: Student performance evaluation and analysis is a necessary task for improving students’ quality now a days. The main aim of this research is to analyze students’ performance during Covid-19 pandemic. Covid-19 pandemic impact has been extensive, affecting the education sector in India as well as world. In attempt to reduce the spread of Covid-19 government decided to temporarily close educational institutions. In response to schools and colleges closures, UNESCO recommended the use of distance learning programmes and online platforms to reach learners remotely and limit the disruption of education. This impacts not only on students’ physiology, on their performance too. Although there are many systems that have been implemented predictive analytics till date, better advancements is needed. Machine learning classifiers and related technologies can be used efficiently in performance evaluation. At the end of this paper, we have proposed an Architecture of Student’s Performance Evaluation System with classification techniques.
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I. INTRODUCTION

The impact of Covid-19 pandemic is witnessed in every sector around the world. Education sector is observed as badly affected sector in India. The closure of schools happened spontaneously in more than 100 countries worldwide. Decision of school closures left more than one billion learners out of the school. The lockdown has forced many educational institutions to abandon their offline classes and examinations and to choose the online learning. This impacts students learning ability as well as their performance [1] [2]. Student performance prediction and analysis is an essential task to plan efficient strategies to improve education system in India during such crises. Earlier many systems have been developed and implemented to predict student performance in traditional ways. But due to the need of faster and efficient systems advance development is necessary. Machine learning technologies such as decision tree, association rule, nearest neighbors, neural networks, genetic algorithms, exploratory factor analysis and stepwise regression can analyze relevant information results and produce different perspectives to understand more about the students’ activities. They can be applied to the higher education process, which in turn helps to improve student’s performance[5] [6]. From the literature study we found machine learning techniques implementation with python programming language. Various machine learning algorithms have been developed and implemented over a period of time with enhancement in performance and ability to predict performance. The well-known algorithms are C4.5 and Naive Bayes classifiers. Performance prediction is incomplete without visualization of the data. In addition to classification of data using decision trees and Naive Bayes algorithms it is also important to visualize the data so that educational sector get a visual aspect of the data in order to understand the patterns and can easily make decisions.

II. RELATED WORK

In [5] researchers applied the C4.5, ID3 and CART decision tree algorithms on engineering student’s data to predict their performance in the final exam. The outcome of the decision tree predicted the number of pass students, fail students or who are likely to promote to next class and provided steps to improve the performance of the students who were predicted poor. In [7] Authors highlights important issues of higher education system such as predicting student’s academic performance. For making analysis on the student data they have selected Decision Tree, Naive Bayes, Random Forest, PART and Bayes Network algorithms with the most important techniques like 10-fold, cross-validation, percentage split and training set. After performing analysis on different metrics using different data mining algorithms, they found Random Forest algorithm a best algorithm to analyze performance and to make a guideline for future improvement in student performance in education. In [8] data mining techniques are used to investigate the effect of socio-economic or family background on the performance of students using the data from one of the Nigerian tertiary institutions as case study. The analysis was done using Decision Tree algorithms. The data consists of 240 records of students. The students’ first year cumulative grade point average was used for measuring the performance. Many Decision Tree algorithms were implemented to find the best models the data was used to generate rule sets which can be used to analyze the effect of the socio-economic background of students on their academic performance. In [11] the accuracy of different decision tree algorithms is calculated.
The classification task is used to evaluate student’s performance with the help of their Attendance, Class test, lab work and Assignment marks. Classification model is developed using BFTree, C4.5 & CART which gives accuracy 67.07%, 66.83%, and 65.77% respectively.

### III. METHODOLOGY

In Covid 19 pandemic duration offline classes switched to online mode along with student’s assessment too. Online teaching-learning impacts student’s performance positively and negatively [1][2]. Therefore, in this section we have proposed “Students Performance Evaluation System” which is depicted in fig 1 and the flow of the system is as follows:

1. Student Data Collection
2. Data Preprocessing (Data Selection, Data Cleaning and Data Transformation) using Python.
3. Dividing the data into samples for training and testing purpose.
4. Training the model using training data set
5. Rules Generation and Pattern Discovery
6. Model Testing
7. Predictions based on rules and patterns
8. Statistical Data Analysis and Interpretation
9. Visualization using Matplotlib and Seaborn
10. Decision Making

**Fig 1: Architecture of Students Performance Evaluation System**

Student’s performance is evaluated by internal and external assessment in higher education. Internal assessment of the students is determined using various parameters suggested by University and Institute. It is carried out by respective subject teacher on the basis of the performance given by the student in class test, surprised class test, presentations, viva, case studies, mid-term and end-term examinations, objective tests, practical knowledge and many more. University conducts external examination for external evaluation. In every semester students should get minimum passing marks in both internal and external evaluation. Semester wise data is collected from our own institute for MCA course for the Academic period of 2018-19, 2019-20 and 2020-21. Dataset contains following fields.

<table>
<thead>
<tr>
<th>Fields</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branch</td>
<td>{MCA}</td>
</tr>
<tr>
<td>Semester</td>
<td>{I,II,III,IV,V,VI}</td>
</tr>
<tr>
<td>Grades</td>
<td>Pass, Fail, A,T,K.T. Distinction</td>
</tr>
<tr>
<td>Attendance</td>
<td>{Below 70%, As or Above 70%}</td>
</tr>
<tr>
<td>Assignments</td>
<td>{Submitted, Not Submitted}</td>
</tr>
<tr>
<td>Class Test</td>
<td>{Poor, Average, Good}</td>
</tr>
<tr>
<td>Mid Term</td>
<td>{Poor, Average, Good}</td>
</tr>
<tr>
<td>End Term</td>
<td>{Poor, Average, Good}</td>
</tr>
<tr>
<td>Case Studies</td>
<td>{Yes, No}</td>
</tr>
<tr>
<td>Lab Work</td>
<td>{Yes, No}</td>
</tr>
</tbody>
</table>

Data is cleaned and divided into training and testing set for building the model using decision tree and Naive Bayes classifiers.

### IV. RELATED TECHNOLOGIES

1) **C4.5:**

The decision tree model is a technique specifically proposed for a class label ID3 and C4.5 algorithm which is referred as statistical classifier. C4.5 algorithm is developed by Ross Quinlan to generate a decision tree. It is an extension of Quinlan’s ID3 algorithm. This decision trees is used for classification. Information gain is used as a splitting criterion which accepts data with categorical or numerical values. In this case, the records will be classified into two classes yes or no. The p(S, j) is denoted as the proportion of instances in S assigned to jth class. Therefore, the entropy of attribute S can be calculated as:

\[
\text{Entropy}(S) = - \sum_{j=1}^{c} p(S,j) \log p(S,j)
\]

Entropy is calculated for every attribute. The information gain for a training dataset T is defined as:

\[
\text{Gain}(S,T) = \text{Entropy}(S) - \sum_{s \in \text{Values}(T)} \frac{T(s,y)/T(s)}{T(s,y)/T(s,v)} \log p(S,j)
\]

where, (TS) is denoted as the set of values of S in T , Ts is denoted as the subset of T and v is denoted as the subset of T in where the attribute S has a value of v. 

2) **Naive Bays:**

Naive Bays is very simple algorithm of probability based on the Bayes rules. It aims to build a model in the form of probability. It is an effective and easy processing method. The probability of classification data is denoted by P(a|yj), where a refers to the attribute i and vj refers to the class label j. Therefore, for this probability classification has been calculated. For each class the highest probability of ai is depended on vj. The range of probability is always in between 0 and 1 |9][10|

\[
V_{NB} = \arg\max_{v} P(v_j) \prod_{i=1}^{n} P(a_i|v_j)
\]

3) **Python:**

For implementing proposed system Python programming is used. Python is an interpreted object oriented programming language with rich libraries to implement machine learning algorithms. For plotting graphs and giving visualization effect like Matplotlib and Seaborn are used.
V. EXPERIMENTAL RESULTS

The main aim of the research is to evaluate the performance of the students in the semesters during covid-19 pandemic and compare it with previous semester performance. Research aims to check the accuracy and performance of machine learning algorithms too.

A. Model Performance

Models are constructed by researchers.

Two classifier models are used C4.5 and Naive Bayes under supervised learning based on their popularity. To accomplish our objective, we worked on each machine learning algorithm independently. For each one we have applied the set of testing and training data sets and optimized prediction accuracy for each set using a test driven methodology and when the algorithm works correctly we have evaluated the expected results. In case of machine learning the most important thing happen is that the algorithms can memorize the data and when we want to use it with a new dataset they might give a poor performance. This behavior is called as over fit. To avoid this problem, we have used the test driven methodology. Each data set is divided into two parts as follows [9][10].

1. **Train Data Set:** It is used to train the machine learning algorithm for the learning process.
2. **Test Data Set:** It is used to check whether algorithm is giving good performance or not.

All the classification algorithms follow the same principals for evaluation of models.

\[
\begin{align*}
\text{Accuracy} & = \frac{(TN+TP)}{(TN+FP+FN+TP)} \\
\text{Precision} & = \frac{TP}{(FP+TP)} \\
\text{Sensitivity} & = \frac{TP}{(TP+FN)} \\
\text{Specificity} & = \frac{TN}{(TN+FP)}
\end{align*}
\]

**Table 2:** Model performance and confusion matrix

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Observed Class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>TN</td>
</tr>
<tr>
<td>Yes</td>
<td>FN</td>
</tr>
</tbody>
</table>

In supervised machine learning, there exists a true output and one predicted output generated by model for each data point. Therefore, the result for each data point can be assigned to following categories.

1. **True Positive (TP):** True output is positive and prediction is also positive.
2. **True Negative (TN):** True output is negative and prediction is also negative.
3. **False Positive (FP):** True output is negative and prediction is positive.
4. **False Negative (FN):** True output is positive and prediction is negative.

Based on the correctly and incorrectly instance classification the accuracy is measured as shown in the table. Set-1 contains data related to internal evaluation and Set-2 have data related to external evaluation.

**Table 3:** Algorithm Performance

(Compiled By Researchers)

<table>
<thead>
<tr>
<th>Series</th>
<th>Decision Tree</th>
<th>Naive Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set-1</td>
<td>93.35</td>
<td>97.40</td>
</tr>
<tr>
<td>Set-2</td>
<td>94.64</td>
<td>97.45</td>
</tr>
<tr>
<td>Average</td>
<td><strong>93.99</strong></td>
<td><strong>97.42</strong></td>
</tr>
</tbody>
</table>

**Fig 2: Algorithm Prediction**

From the above table 3 and graph shown in figure 2 it has been observed that, the average prediction accuracy of decision tree algorithm is less than the prediction accuracy of Naive Bayes. Naive Bayes gives better performance than C4.5.

B. Students Performance

Student performance is measured based on their internal evaluation and external evaluation as depicted in Fig 3 and Fig 4.

**Fig 3: Student Categorization Based on Internal Evaluation**

Student performance is evaluated by using the proposed architecture. Performance is improving in every semester. But during Covid-19 pandemic student gives poor performance in internal evaluations which is 50% of total evaluation. As compared to off line theory examinations student performed well in online MCQ examination, perhaps they unable to express themselves in other internal evaluation parameters due to lack of knowledge, technical difficulties, miss interpretations of concepts, psychological effect of Covid-19 and many more.
VI. CONCLUSION

This paper defines the proposed Architecture of Student’s Performance Evaluation System by implementation of C4.5 and Naive Bayes using python along with the visualization. With the rapid growth in development of various technologies like Artificial Intelligence, Machine Learning, Deep Learning and Big Data Analytics, traditional technologies cannot fit any more and hence we will use advance technologies like python for implementing C4.5 decision tree and Naive bayes probabilistic classifier algorithms. Visualization is done using Matplotlib and Seaborn libraries. Student performance is measured based on various parameters during internal and external examinations. Based on the results it has been also proved that student’s performance is decreased during Covid-19 pandemic. Naive Bayes gives accurate results than C4.5 algorithm. In future works, proposed architecture system will be incorporated with advanced algorithms like Forest Tree, Artificial Neural Network to increase the performance of the system.
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