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1. 

Authors: Abhilash Patil 

Paper Title: Heat of Hydration in the Placement of Mass Concrete 

Abstract:   The factor distinguishing between normal concrete and mass concrete is the thermal characteristics. 

Mass concrete is defined as “any volume of concrete with dimensions large enough to require that measures be taken 

to cope with generation of heat from hydration of the cement and attendant volume change to minimize cracking.” 

Use of mass concrete has been in existence over the last two centuries, and it has lately been reaching its full 

potential in the construction industry. The proper design and construction of mass concrete placements is essential to 

ensure the durability and serviceability of the structure. Mass concrete is required in massive structures containing 

beams, columns, piers, dams where its volume is of such a magnitude as to require special means for coping with the 

generation of heat and which is followed by volume change. This paper explains the factors influencing generation of 

heat of hydration (cracking) along with the different ways to lower the heat of hydration and then the methods to be 

implemented for its reduction. 

 

Keywords:  Air entrainment; cracking; heat of hydration; restraint. 
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2. 

Authors: Yogita L. Kumbhare, Pankaj H. Rangaree 

Paper Title: Patient Health Monitoring Using Wireless Body Area Sensor Network 

Abstract:   Wireless Body Area Sensor Network is one of the main application areas for ubiquitous computing. The 

potential for ubiquitous computing is evident in almost every aspect of our lives including the hospital, mergency and 

critical situations. The Wireless Body Area Sensor networks (WBASNs) is a wireless networks have enabled the 

design of low-cost, intelligent, tiny, and lightweight medical sensor nodes that can be placed on human body to 

monitor various physiological vital signs of patient for a long period of time and providing real-time feedback to the 

user and medical staff. In this paper, Developing a hardware which will sense heart rate, blood pressure, temperature 

of a person, and respiration of the person using gsm modem all information lively transmitted to gsm mobile. The 

attached sensors on patient’s body and they are able to sense the various heath parameters of patient such as heart 

rate, blood pressure, temperature, and respiration contains. These health parameters are then communicated to 

physician’s server. The physician holds various threshold values of the health parameters for each and every patient. 

This system can detect the abnormal conditions, issue an alarm to the patient and send a SMS to the physician. 

 

Keywords:  Wireless body area sensor network, GSM modem, Microcontroller, heartbeat sensor, pressure,  

temperature, respiration sensors. 
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Authors: S. Ramana Babu,  V. Ramachandra Raju,  K. Ramji 

Paper Title: Design Optimization of a 3 DOF Translational Parallel Manipulator 

Abstract:   This paper presents an optimal kinematic design of a 3PRC (prismatic-revolute-cylindrical) spatial 

translational parallel manipulator with inclined actuator arrangement by formulating a multi-objective optimization 

problem. Three performance criteria’s namely Global Conditioning Index (GCI), Global stiffness Index (GSI) and 

Workspace volume are considered as the objective functions.  A multi-objective evolutionary algorithm based on the 

control elitist non-dominated sorting genetic algorithm (CENSGA) is adopted to find the final approximation set. 

 

Keywords:  GCI, GSI, multi-objective genetic algorithm, Pareto front, GA, CENSGA 
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4. 

Authors: S. Sharmi, Ishtiaque Mahmood, Jehad Bani-Younis 

Paper Title: 
Evaluating Prediction Factor Prominence in Academic Domain Selection using Dominance Analysis – 

Ministry of Higher Education (MoHE), Ibri CAS, Sultanate of Oman 

Abstract:   This paper, advocates on a broader use of relative prominence keys as an appendage to multiple 

regression analysis. The goal of such analysis is to screen the variance among multiple predictors to realize the role 

played by each predictor in a regression equation. Dominance Analysis is a method to evaluate the relative 

prominence of the prognosticators. Regrettably, when predictors are correlated, they totally trust on metrics which 

are flawed indicators of variable importance. Furthermore, the key benefits of two relative prominence analyses, 

dominance analysis and relative weight analysis, over estimates produced by multiple regression analysis. Here, this 

investigation helps us to evaluate the importance of the prediction factors involved in determining the criteria’s for   

domain selection of the students. A mockup study was conducted to evaluate the performance of the proposed actions 

and develop commendations. 

 

Keywords:  Predictor prominence, weight analysis, Dominance Analysis (DA), Multiple Linear Regression (MLR). 
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Authors: Avinash Kamble, Siddheshwar Khillare 

Paper Title: Comparative Study of Different Flexures of MEMS Accelerometers 

Abstract:   There is a greater demand for developing a monolithic 3- axis accelerometer. The main challenges for 

developing a 3-axis accelerometer are- the size factor, realizing z-axis sensing, and decoupling the motions of the 

structure in three mutually perpendicular directions. With this motivation, we analyze structures using different 

flexures and evaluate their compliance and natural frequencies in three orthogonal directions. In this paper, the 

analytical and numerical study of different flexures such as straight-beam flexures, crab-leg flexures, serpentine 

flexures, and folded flexures is done. First, the concept of lumped parameter is described in brief, then numerical 

simulation of flexures is done using software ANSYS.  Finally, a comparison of the analytical and numerical results 

is presented. 

 

Keywords:  MEMS Accelerometer, Simulink Model 

 

References: 
1. Navid Yazdi, Farrokh Ayazi, and Khalil Najafi, “Micromachined Inertial Sensors”, proceeding of IEEE, vol. 86, No. 8, August, 1998, pp. 

1640-1659. 

2. Hidekuni Takao, Hirofumi Fukumoto, and Makoto Ishida, “A CMOS Integrated Three-Axis Accelerometer Fabricated with commercial 

Submicrometer CMOS Technology and bulk micromachining”, IEEE transactions on electron devices, Vol. 48, 2001, pp. 1961-1669. 

3. R. Toda, N. Takeda, T. Murakoshi, et al.,“ Electrostatically levitated spherical 3-axis accelerometer”, IEEE, 2002, pp. 710-713. 

4. Junseok Chae, Hal and Kulah and Khalil Najafi, “ A monolithic three-axis silicon capacitive accelerometer with micro-g resolution”, The 
12th International Conference on Solid state sensors, Actuators and Microsystem, Boslon, 2003, pp. 81-84. 

5. S. Seok, S. Seong, B. Lee, J. Jim, K. Chum, ” A high performance mixed micromachined differential resonant accelerometer”, proceeding 

of IEEE, sensors, Vol. 2, 2002, pp. 1058-1063. 
6. G. K. Fedder, “Simulation of Microelectromechanical systems”, Ph. D. dissertation, EECS, University California, Berkeley, 1994. 

7. Suhas Mohite, Nishad Patil and Rudra Pratap, “Design, modeling, and simulation of vibratory micromachined gyroscope”, Journal of 

physics: Conference series 34, 2006, pp. 757-763. 
8. Hao Luo, Gang Zang, L. Richard Carley, Fellow, IEEE, and Garry K. Fedder, “A post-CMOS micromachined lateral  accelerometer”, 

Journal of microelectromechanical systems, Vol. 11, No.3, June 2002, pp. 188-195. 

22-25 

6. 

Authors: Mahshid Amiri, Mehdi Shamsaie Mehrjan 

Paper Title: 
Salinity Effect on Growth, Permanence, and Blood Factors of Abramis Brama Orientalis Fry of 

Caspian Sea in Different Weights   

Abstract:   The present study is developed for determination of an appropriate weight of releasing Abramis Brama 

Orientalis fry of Caspian Sea toward increase in fisheries returning coefficient. Consequently, blood factors including 

Sodium Ion, Potassium Ion, chlorine Ion, Cortisol Hormone, Blood Protein, growth and permanence indexes of 

Abramis Brama Orientalis fry are considered in four different weight groups of 320, 470, 730 and 990 mg. in fresh 

and brackish waters. The test extended up to 14 days in brackish water (9 g/l salinity). The result show that the blood 

factors in all weight groups have high significant differences in fresh waters (p<0.01). In the end of the test, the 

Sodium viscosity of Abramis Brama Orientalis fry blood has no any significant differences in none of the weight 

groups (p>0.05); whereas, other blood factors have significant differences to each other (p<0.01). No any differences 

were observed within growth index of the weight groups (p<0.05). Also, holding higher percentage of permanence at 

the end of the test and considering the quantity of mortalities, the weight group of 990 mg. is selected as the best 

weight option of Abramis Brama Orientalis due to its physiological readiness for releasing to the Caspian Sea. 

 

Keywords:  Abramis Brama Orientalis, Cortisol Hormone, brackish water, Caspian Sea 
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Paper Title: 
Determination of Optimum Maintenance and Rehabilitation Strategies for Urban Semi Dense 

Bituminous Surface and Premix Carpet Roads 

Abstract:   The road traffic has increased manifolds during the post-independence in India. The traffic axle loading 

may be much heavier than the specified limit in many cases. As a result of which, the existing road network has been 

subjected to severe deterioration leading to premature failure of the pavements. There is a dire need of developing a 

meaningful approach towards implementing the maintenance and rehabilitation schemes of the road network. In such 

a scenario, development of the effective pavement management strategies would furnish useful information to ensure 

the compatible and cost- effective decisions so as to keep the existing road network intact. The optimum maintenance 

and rehabilitation strategies applied in this study would be useful in planning pavement maintenance strategies in a 

scientific manner and ensuring rational utilization of limited maintenance funds. Once this strategy for urban road 

network is implemented and made operational; this would serve as window to the other urban road network of 

different regions. 
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Paper Title: 
Load Current Adaptive Step Size and Perturbation Frequency (LCASF) MPPT Algorithm or 

Adaptive Step Size with Adaptive Perturbation Frequency Scheme for Grid Connected PV System 

Abstract:  This paper deals with the growing electricity demand along with reduction in conventional fuel sources 

and growing environmental concerns, the renewable energy sources like wind power , solar power, hydro power , 

geothermal , biomass are globally welcomed to replace the conventional power sources. Among the different 

methods of generating electric power by alternative resources, photovoltaic (PV) has grown steadily in recent 

decades as one of the best technology alternative because it is free, abundant, pollution free and most widely 

distributed. Photovoltaic (PV) grid connected system is the trend of solar energy application. Photovoltaic (PV) is a 

technique of converting solar radiation into direct current electricity to generate electricity using semiconductor. The 
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total amount of energy which is irradiated from the sun to the earth’s surface equal’s approximately 10,000 times the 

annual global energy consumption. But a typical solar panel converts only 30 to 40 percent of the incident solar 

irradiation into electrical energy. Maximum power point tracking technique is used to improve the efficiency of the 

solar panel. The proposed work is validated by simulating it for different load configurations using Matlab and the 

simulation result verifies the efficiency of proposed algorithm 
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Paper Title: A New Multi- Authentication Scheme using Attribute Aggregation 

Abstract:   This paper presents an authentication method for ensuring the best user's identity proof. The 

authentication procedure depends on identifying different user's attributes since no single person or system knows 

anyone’s complete set of identity attributes. Individuals are most likely to know the majority of the attributes that 

serve to identify them. In this scheme, different attributes are defined to serve two purposes. First, to authenticate 

each user depending on weights assigned to each attribute of the authenticated users and these are subjected to 

different statistical measurements. Second, depending on the result of this statistical measurement, the system grants 

users different privileges using access control mechanism and thus we construct a multi-level authentication. Finally, 

the system applies a combination of different attributes which differs from other traditional attribute authentication. 
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Paper Title: 
A Study of Uncalcined Termite Clay Soil as Partial Replacement in Cement as a Sustainable Material 

for Roofing Tiles in Low Cost Housing Schemes in Kenya 

Abstract:   The need for adequate roofing in developing countries is a vital problem for so many people. The 

solution of this problem is often linked to the import of iron sheets. The increasing economic burden that many less 

developed countries have to carry makes it harder to meet vital needs, such as roofing, by means of import. The 

efforts to find appropriate solutions based on locally available raw materials have thus become more and more 

important. The cost of conventional materials is too high; a considerable amount of this cost is due to the price of 

energy for manufacturing and to transportation costs, some materials such as cement poses adverse environmental 

effect. There is need therefore to provide alternative materials that are locally available, materials that can reverse the 

adverse environmental effect caused by excessive use of Portland cement and finally, materials that have small 

energy demand. The overall objective of this research was to assess the suitability of uncalcined termite clay powder 

partial replacement in cement for use in roofing tile for housing. For this termite clay powder replacement levels of 0 

%, 10 %, 20%, 30% and 40% by weight of Ordinary Portland Cement was carried out to determine setting times, 

compressive strength, flexural strength and absorption rate. The chemical analysis of uncalcined termite clay soil  

obtained from Bondo district, Usigu sub location, Nduru village in Siaya County was found to be chemically suitable 

as pozzolanic material (SiO2+Al2O3+Fe2O3=93.053>70) required as stipulated by the ASTM C 618 standard. The 

optimal replacement level for termite clay soil  was determined to be 10%  replacement in cement achieving 

compressive strength of 44.9N/mm2, flexural strength of 6.5N/mm2 and absorption rate of 6.5. %. 
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Paper Title: Electrical Characterization of Spray Deposited CoS Thin Films 

Abstract:    
Cobalt sulfide thin films have been prepared by spray pyrolysis method on a glass substrate at constant substrate 

temperature 300°C.Structural, electrical and optical properties have been investigated. From XRD spectrogram, it is 

clear that the films are crystalline in nature with hexagonal structure having lattice constants, a=b=3.314 Å and 

c=4.604 Å. Scanning electron microscope (SEM) shows that Cobalt sulfide film exhibited more or less uniform and 

smooth surface morphology. Hall measurements indicate n-type semiconducting nature with carrier concentration 

~1015 cm-3. The resistivity gradually decreases with increasing temperature which indicates the semiconducting 

nature of the material. The conductivity increases slowly with increasing the temperature and reaches maximum at 

the higher temperature. Activation energy is comparatively high (   KT) and the values vary from 0.19 eV to 

0.38 eV in the low temperature region and 0.42 eV to 0.54 eV in the high temperature region, respectively. 

 

Keywords:  Spray pyrolysis; CoS; XRD; SEM, Electrical properties and Activation energy 
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Paper Title: Assessment for Runoff of Upper Betwa Basin by using SWAT Model 

Abstract:   A distributed parameter model, AVSWAT (Arc View soil and water Assessment Tool) was calibrated 

and validated on monthly basis for the upper Betwa Basin. India extraction of river basin characteristics like land 

use/ land cover, soil map, digital  elevation model (DEM), drainage information of the study area using remote 

sensing, GIS  and  collateral data. The main objective was to validate the performance of SWAT and the feasibility of 

using the model as a simulator of runoff  processes at a catchment area Berasia, Bhopal, Raisen and Vidisha of upper 

Betwa basin. All  hydrological and meterological data, were collected from Indian water  portal.  Land use map of 

the area were collected from National  Bureau of Soil Survey and Land Use Planning, Nagpur, Monthly surface 

runoff for the monsoon months (1993-2002) were collected for Berasia, Bhopal, Raisen and Vidisha. The model was 

calibrated and validated  for the monsoon  seasons of 1993-99 and 2000-02  respectively. The performance of the 

model was evaluated using statistical and graphical methods to decide the capability of the model simulating the 

runoff of upper Betwa basin. The calibration period reported coefficient of determination R2 of Berasia, Bhopal, 

Raisen and Vidisha are 0.97, 0.96, 0.94 and 0.98 respectively. The relative error was obtained as 6.68, 8.00, 10.17 

and 15.97 respectively. The value of Nash Sutcliffe model efficiency obtained was 0.98, 0.97, 0.99 and 0.93 of 

Berasia, Bhopal, Raisen and Vidisha respectively. The validation period reported R2 of 0.98, 0.97, 0.95 and 0.76 of 

Berasia, Bhopal, Raisen and Vidisha respectively. The relative error are 6.77, 10.61, 7.91 and 10.56 respectively. The 

value of Nash Sutcliffe model efficiency obtained was 0.99, 0.99, 0.95 and 0.99 of Berasia, Bhopal, Raisen and 

Vidisha for monthly observed and simulated runoff. Calibration and validation results revealed that model was/ 

predicting total surface runoff, at Berasia, Bhopal, Raisen and Vidisha of Upper Betwa Basin accurately. The 

calibrated and validated model will be used for both long – term and storm event water quantity and quality 

evaluations throughout the basin. 

 

Keywords:  AVSWATX, land use / land cover, runoff, calibration, validation, Image processing, Remote Sensing 

and GIS 
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Paper Title: 
SVPWM based Transformer less Wind Energy Conversion System for 3 phase 3 level Neutral Point 

Clamped Inverter 

Abstract:   The Multilevel inverters are highly being used in high-power medium voltage applications due to their 

better performance compared to two-level inverters. Among various types of multilevel inverters, neutral point 

clamped three-level inverter (NPCTLI) is suitable for a Transformerless grid-connected wind energy conversion 

system. As it avoids leakage currents, common mode voltage and capacitor balancing problems. Split inductor is 

used to interconnect inverter with grid connected system which avoids the usage of transformer. While using split 

inductor neutral point clamped multilevel inverter, shoot-through problems are producing in the bridge legs of an 

NPC-TLI. Space Vector pulse width modulation Control (SVPWMC) offers an excellent current control and 

improved voltage performance to NPCTLI, which reduced amount of total harmonic distortion present in system. 

The proposed topology guarantees for no shoot-through possibility and capacitor balancing problem. The new 

topology is referred to as split-inductor NPCTLI (SI-NPCTLI). Finally, the simulation results of a proposed SI-

NPCTLI system verified using MATLAB SIMULINK. 
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Paper Title: 
Hydrogen Production by Water Electrolysis: A Review of Alkaline Water Electrolysis, PEM Water 

Electrolysis and High Temperature Water Electrolysis 

Abstract:   Water electrolysis is a quite old technology started around two centuries back, but promising technology 

for hydrogen production. This work reviewed the development, crisis and significance, past, present and future of the 

different water electrolysis techniques. In this work thermodynamics, energy requirement and efficiencies of 

electrolysis processes are reviewed. Alkaline water electrolysis, polymer electrolysis membrane (PEM) and High 

temperature electrolysis are reviewed and compared. Low share of water electrolysis for hydrogen production is due 

to cost ineffective, high maintenance, low durability and stability and low efficiency compare to other available 

technologies. Current technology and knowledge of water electrolysis are studied and reviewed for where the 

modifications and development required for hydrogen production. This review paper  analyzes the energy 

requirement, practical cell voltage, efficiency of process, temperature and pressure effects on potential kinetics of 

hydrogen production and effect of electrode materials on the conventional water electrolysis for  Alkaline 

electrolysis, PEM electrolysis and High Temperature Electrolysis. 
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Paper Title: Output Feedback Robust Stabilization of the Decoupled Multiple Model 

Abstract:   This paper aims to design a controller to robustly stabilize uncertain nonlinear systems with norm 

bounded uncertainties and unmeasured state variables via decoupled multi-model. The stabilization conditions are 

given in the form of linear matrix inequalities. Sufficient conditions are derived for robust stabilization in the sense 

of Lyapunov asymptotic stability and are formulated in the format of linear matrix inequalities (LMIs). The 

effectiveness of the proposed decoupled multi-model controller and multi-observer design methodology is finally 

demonstrated through numerical simulations. 

 

Keywords:  Decoupled multiple model, LMI, Multi-observer, robust control. 

 

References: 
1. E. H. Mamdani and S. Assilian, “An experiment in linguistic synthesis with a fuzzy logic controller”, International Journal of Man-Machine 

Studies, vol. 7, pp. 1–13, January 1975. 

2. T. Takagi and M. Sugeno, “Fuzzy identification of systems and its applications to modeling and control”, IEEE Trans. Systems, Man & 
Cybernetics, vol. SMC-15 (1), pp. 116–132, Jan-Feb. 1985. 

3. L.K. Wong, F.H.F. Leung and P.K.S. Tam, “Fuzzy model-based design of fuzzy logic controllers and its application on combining 
controllers”, IEEE Trans. Indust. Elect, vol. 45 (3), pp.  502–509, 1998. 

4. D. Filev, “Fuzzy modeling of complex systems”, International Journal of Approximate Reasoning, vol. 5 (3), pp. 281–290, 1991. 

5. R. Orjuela, “ Contribution l’estimation d’état et au diagnostic des systèmes représentés par des multimodèle”, PhD. thesis, Institut National 
Polytechnique de Lorraine (INPL), Nancy, France, 2008. 

6. R. Orjuela, B. Marx, D. Maquin and J. Ragot, “ State estimation of nonlinear discrete-time systems based on the decoupled multiple model 

approach”. 4th International Conference on Informatics in Control, Automation and Robotics, ICINCO’07, 2007. 
7. R. Orjuela, B. Marx, D. Maquin and J. Ragot, “ A decoupled multiple model approach for state estimation of nonlinear systems subject to 

delayed measurements”. 3rd IFAC Advanced Fuzzy and Neural NetworkWorkshop, Valenciennes, France, 29-30 octobre, 2008. 

8. L. Xie, “Output feedback H∞ control of systems with parameter uncertainties”, Internat. J. Control, vol. 63 (4), pp. 741–750, 1996. 

9. P. Gahinet, A. Nemirovski, A. Laub and M. Chilali, “LMI Control Toolbox”. Natick, MA: The Math Works, 1995. 

10. A. Akhenak, “Conception d’observateurs non linéaires par approche multimodèle: application au diagnostic”, Ph. D. thesis, Institut 

National Polytechnique de Lorraine (INPL), France, 2004. 
11. M. Rodrigues, “Diagnostic et commande active tolérante aux défauts appliqués aux systèmes décrits par des multi-modèles linéaires”, Ph. 

D. thesis, Université Henri Poincaré, France, 2005. 

12. S. Tong and H. Li, “Observer-based robust fuzzy control of nonlinear systems with parametric uncertainties”, Fuzzy Sets and Systems, vol. 
131, pp. 165–184, Oct. 2002. 

13. H.J. Lee, J.B. Park and G. Chen, “Robust fuzzy control of nonlinear systems with parametric uncertainties”, IEEE Trans. Fuzzy Systems, 

vol. 9(2), pp. 369–379, 2001. 
14. K. Tanaka, T. Ikeda and H.O. Wang, “Fuzzy regulators and fuzzy observers: relaxed stability conditions and LMI-based designs”, IEEE 

Trans. Fuzzy Systems, vol. 4 (2), pp.  250–265, 1998. 

15. X.J. Ma and Z.Q. Sun, “Analysis and design of fuzzy controller and fuzzy observer”, IEEE Trans. Fuzzy Systems, vol. 9 (1), pp. 41–51,  
1998. 

16. J. Yoneyama and M. Nishikawa et al., “Output stabilization of Takagi-Sugeno fuzzy systems”, Fuzzy Sets and Systems, vol. 111, pp. 253–

266,  2000. 
17. R. Orjuela, B. Marx, D. Maquin, and J. Ragot. “State estimation for nonlinear systems using a decoupled multiple model”, International 

Journal of Modelling Identification and Control, vol. 4 (1), pp. 59–67, 2008. 

18. H.J. Lee, J.B. Park and G. Chen, “Robust fuzzy control of nonlinear systems with parametric uncertainties”, IEEE Trans. Fuzzy Systems, 
vol. 9 (2), pp. 369–379, 2001. 

19. A. Tahar and M.N. Abdelkrim, “Multimodel H∞ loop shaping control for linear singularly perturbed systems”, 12th International 

conference on Sciences and Techniques of Automatic control and computer engineering, Sousse, Tunisia, 2011. 
20. A. Tahar and M.N. Abdelkrim, “Multimodel H∞ loop shaping control of a DC motor under variable loads”, 8th International Multi-

conference on Systems, Signals and devices, Sousse, Tunisia, 2011. 

21. D. Ichalal, B. Marx, J. Ragot and D. Maquin, “Advances in observer design for Takagi-Sugeno systems with unmeasurable premise 
variables”, 20th Mediterranean conference on Control and Automation (MED’12), Barcelona, Spain, 2012. 

22. T. A. Johansen, “Operating regime based process modeling and identification”, Ph. D. thesis, Norwegian Institute of Technology, 

Trondheim, Norway, 1994. 
23. M. Ltaeif, A. Messaoud  and R. Ben Abdennour,” Optimal systematic determination of models' base for multimodel representation: Real 

time application”, International Journal of Automation and Computing, vol. 11, pp. 644-652, 2014. 

94-100 

16. 

Authors: Siva, Elizabeth, Ajay-D-Vimalraj 

Paper Title: 
State Feedback Observer Design for a Three Phase Induction Machine using Singular Value 

Decomposition Method of Pole Placement 

Abstract:   This paper discusses the tracking of the desired poles by designing a state feedback controller and 

observer using Singular Value Decomposition method of pole placement for time varying systems. As the fluxes are 

taken as state variables, the measurement of these variables might become tedious in some cases. Hence, the state 

variables are fed back to realize control over the system. The accuracy of the values obtained from the controller may 

not be precise owing to the price, placing and disturbances induced by sensors. Hence an observer comes in handy 

and the characteristics for different torque conditions are observed. 
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Paper Title: Modeling Chlorine Decay in Pipes using Two-State Random Walk Approach 

Abstract:   As water moves through a distribution network, maintaining residual chlorine is essential to prevent the 

regrowth or recontamination of pathogens and inactivate harmful micro-organisms that might be present. On the 

other hand, chlorine should be kept below a certain level because of concerns about formation of carcinogenic 

disinfection by-products within the distribution system. In this paper, a stochastic model is proposed as a tool to offer 

a cost-effective way to study the spatial and temporal variation of a number of water quality constituents, including 

chlorine. Under a known set of hydraulic conditions and source input patterns, a two state random walk   model is 

developed to simulate the decay of chlorine in a single pipe by solving the advective-transport equation. The model 

predicts how the concentration of dissolved chlorine varies with time and space throughout the flow.  Linear non-

equilibrium particle transfer from water bulk phase (state 1) to pipe wall phase (state 2) is handled using stochastic 

analogue of two-state Markov-chain process with absorbing state.  The model is verified by comparison with 

experimental observations available in the literature, EPANET 2 (Time- driven method) and other models. 
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Paper Title: 
Maximum Power Tracking of Doubly-Fed Induction Generator using Adaptive Neuro-Fuzzy 

Inference System 

Abstract:   This paper deals with the Artificial Intelligent control of Doubly-Fed Induction Generator using 

Adaptive Neuro-Fuzzy Inference System in order to generate maximum power at variable wind speed. The rotor 

control is achieved here using the combined features of neural network and fuzzy logic controller. 

 

Keywords:  Doubly-fed Induction Generator (DFIG), Wind Energy Conversion System (WECS), Adaptive Neuro-
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Authors: Luong Thai Ngoc, Vo Thanh Tu 

Paper Title: Proposing AODVSC Protocol to Detect Black Hole Attacks in Mobile Ad-hoc Network 

Abstract:   Mobile Ad-hoc Network (MANET) is a kind of wireless network, which has no infrastructure and is a 

self configuring wireless network of mobile nodes, each node on the MANET acts like a router which forwards the 

packets. Due to these properties, MANET is vulnerable to attacks, routing attack is the most common one. The black 

hole attack is a kind of routing attack made by a malicious node on MANET. This article proposes AODVSC 

improved from AODV protocol which uses SC (Safe Cycle) solution to detect black hole attacks. The SC solution 

uses the “distance” from the current node to all neighboring nodes based on SN (sequence number) values. The 

simulated installation and performance evaluation of AODVSC and AODV protocols in the normal network 

environment where there are black hole node attacks on the network simulator NS2 was also presented to evaluation 

improved protocol. 
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Paper Title: Application of SMART, TOPSIS, and VIKOR Systems in Joint Admission Control 

Abstract:   Joint Admission Control (JAC) handles the admis-sion of all new or handoff service requests in the mod-

ern heterogeneous networks and allocates the required resources and guarantees the QoS constraints for the service. 

JAC is a multi-criteria problem in nature, and the usage of MCDM system is mandatory to decrease the influence of 

the dissimilar, imprecise, and contra-dictory measurements for the JAC criteria coming from different sources. In this 

paper, three different decision support systems are developed to address the JAC problem in the modern 

heterogeneous networks. These systems use SMART, TOPSIS, and VIKOR MCDM methods. Illustrative numerical 

examples for the devel-oped systems are presented. The examples show that the choice of the MCDM tool can 

directly affect the ranking order of the available access networks, and hence, the selection of the MCDM methods is 

highly critical in any JAC solution. 
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methods. 

 

References: 
1. Jin Lai, E. Dutkiewicz, R. P. Liu, R. Vesilo, “Joint admis-sion control for cooperative cognitive radio networks,” Sixth International ICST 

Conference on Cognitive Ra-dio Oriented Wireless Networks and Communications (CROWNCOM), pp. 276 280, June 2011  
2. Y. Abbes, S. Najeh, H. Besbes, “Joint proportional fairness admission control and superposition coding for OFDMA networks,” 20th 

International Conference on Telecommunications (ICT), pp. 1 - 5, May 2013  

3. Ya-Feng Liu, Yu-Hong Dai, Zhi-Quan Luo, “Joint power and admission control via linear programming defla-tion,” 2012 IEEE 
International Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 25-30, March 2012  

4. Yu Qingmin Wang, Yi Sun F.R., “Optimal joint base station and user equipment (BS-UE) admission con-trol for energy-efficient green 

wireless cellular net-works,” 2012 IEEE Global Communications Conference (GLOBECOM), pp. 2119 - 2124, Dec. 2012  
5. A. Klein, C. Lottermann, C. Mannweiler, J. Schneider, “A novel approach for combined Joint Call Admission Control and Dynamic 

Bandwidth Adaptation in hetero-geneous wireless networks,” 7th EURO-NGI Conference on Next Generation Internet (NGI), pp. 1 - 8, 

June 2011  
6. Jiachen Hu, Xing Zhang, Yue Gao, “Multichannel joint rate and admission control mechanism in vehicular area networks,” 2014 

International Conference on Comput-ing, Management and Telecommunications (ComMan-Tel), pp. 111 - 115, April 2014  

7. M. Monemi, M. Rasti, E. Hossain, “On Joint Power and Admission Control in Underlay Cellular Cognitive Radio Networks,” IEEE 
Transactions on Wireless Communica-tions, Vol14 , No. 1, pp. 265 278, July 2014  

8. Ya-Feng Liu, Enbin Song, “Distributionally robust joint power and admission control via SOCP deflation,” 2013 IEEE 14th Workshop on 

Signal Processing Advances in Wireless Communications (SPAWC), pp. 11 15, June 2013  
1. 9. R.N. Shafti, A. Ghasemi, “Utility-based joint power and admission control algorithm in cognitive wireless networks,” 6th International 

Conference on Computer Sciences and Convergence Information Technology (IC-CIT), pp. 977 981, Dec. 2011  

12. Changkun Jiang, Lingjie Duan, Jianwei Huang, “Joint spectrum pricing and admission control for heteroge-neous secondary users,” 12th 
International Symposium on Modeling and Optimization in Mobile, Ad Hoc, and Wireless Networks (WiOpt), pp. 497 504, May 2014  

13. Long Bao Le, Dinh Thai Hoang, D. Niyato, E. Hossain, “Joint load balancing and admission control in OFDMA-based femtocell 

networks,” IEEE International Confer-ence on Communications (ICC), pp. 5135 5139, June 2012  
14. Jin Lai, E. Dutkiewicz, Ren Ping Liu, R., Vesilo, “Joint admission control for cooperative cognitive radio networks,” Sixth International 

ICST Conference on Cog-nitive Radio Oriented Wireless Networks and Communi-cations (CROWNCOM), pp. 276 280, June 2011  

15. Du Huiqin, T. Ratnarajah, “Joint admission control and beamforming with adaptive modulation for cognitive radio network,” 2012 IEEE 
International Conference on Communications (ICC), pp. 4648 4652, June 2012. 

16. Gao Kanke, O. Ozdemir, D.A. Pados, S.N. Batalama, “Joint admission control and resource allocation in cog-nitive code-division 

networks,” 2012 IEEE 13th Inter-national Workshop on Signal Processing Advances in Wireless Communications (SPAWC), pp. 149 - 
153, June 2012  

17. X. Xiang, C. Lin, X. Chen, X.S. Shen, “Toward Optimal Admission Control and Resource Allocation for LTE-A Femtocell Uplink,” IEEE 

Transactions on Vehicular Technology, No. 99, pp. 1-8, Aug. 2014  
18. Ya-Feng Liu ; “An efficient distributed joint power and admission control algorithm,” 31st Chinese Control Conference (CCC), pp. 5508 

5512, July 2012  

19. M. Zeleny, Multiple Criteria Decision Making, (Mc-Graw Hill, New York, 2002)  
20. S. Opricovic and G. H. Tzeng , Compromise Solu-tion by MCDM Methods: A Comparative Analysis of VIKOR and TOPSIS, European 

Journal of Operational Research, 156, pp 445-455  
21. S. Opricovic and G. H. Tzeng , Extended VIKOR Method in Comparison with Outranking Methods, Euro-pean Journal of Operational 

Research, 178, pp 514-529, 2007  

22. C.L. Hwang and K. Yoon, ”Multiple Attribute Decision Making: Mehtods and Applications,” Springer Verlag, 1981.  
23. M. Doumpos, and C. Zopounidis, A multi-criteria classification ap-proach based on pair-wise comparison, European Journal of Operational 

Research, pp. 378-389, 2004 

126-131 



21. 

Authors: Muhamad Razuhanafi Mat Yazid, Mohd Azizul Ladim 

Paper Title: Urban Design and Active-Transport 

Abstract:   Active transport is vital to ensure urban living in a clean, healthy and quality environment. Today, rapid 

motorisation in Malaysia has been associated with congestion and accidents. Besides, carbon gas emission is polluted 

the environment and grossly affect people’s quality of life. This study is aimed to introduce a new approach to 

change the attitude of urban population to shift to active transport for short trips. The study employed a survey 

method, where a set of questionnaire was distributed to 400 samples involved population of five sub-districts in Kota 

Bharu, which is within 12 km radius from the city centre. The data indicated that almost 100% of the respondents and 

their households use passive transport for daily activities. Whereas 52% of respondents agreed to switch to active 

transport and the rest did not agree. Maximum distance to walk is not more that 5 km radius and cycling 10 km. 

Willingness to shift to active transport based on state preference survey is greatly influence by urban design that 

foster safety and closeness between activity centres. A study using Theory Planned Behaviour has shown that the 

highest positive value are health benefits (0.95), the influence of neighbours and close friends (0.95) and travel time 

to reach the destination (0.93). These two studies indicated that the willingness of Kota Bharu residences to shift to 

active transport are greatly influenced by compact urban design with open, wide and direct active transport facilities 

and good neighbourhood environment. 
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Paper Title: 
Spatial fuzzy C-means Clustering based Liver And Liver Tumor Segmentation on Contrast Enhanced 

CT Images 

Abstract:   Analysis of CT images plays an important role in liver tumour segmentation. Segmentation   methods 

include thresholding, region growing, splitting and merging etc.  Segmentation methods are of two types fully 

automatic and semi-automatic. It is the first and essential step for the diagnosis of liver diseases. Region based 

segmentation plays an important role in CT liver image analysis. In this paper a hybrid image processing method is 

presented based on spatial fuzzy C means clustering combined with Mumford Shah model. In image processing 

Mumford shah model is used for minimizing an energy function involving a piecewise smooth representation of the 

image. Thus we can detect interior contours automatically enhanced the blurred contours and increase the robustness 

of an image with less number of iterations. Thus we can improve the segmentation of liver image thereby increasing 

the detection of tumour effectively. 
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Paper Title: Human Resource Management Challenges and Purposed Solution: An Analysis 

Abstract:  This paper define the various future challenges in the field of Human resource management and the 

possible solutions to overcome them. The responsibilities of HR manager have gradually become broader and more 

strategic because of globalization. The function of human resources (HR) departments is administrative and common 

to all organizations. Organizations may have formalized selection, evaluation, and payroll processes. Management of 

"human capital" progressed to an imperative and complex process. 

It investigates three aspects of human resource management facing future challenges, operational, technology and 

globalization. 
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Paper Title: Enhanced Hybrid Multipath Routing Protocol Using an Priority Acknowledgment Table (PAT) 

Abstract:   Route discovery and route maintenance concerns a main issue in MANET. To address this problem we 

propose an efficient hybrid routing technique using Priority Acknowledgement Table. Our proposed work uses both 

On-demand and Table driven routing protocols for continuous route discovery between source and destination in 

multipath and multicast environment. Here we use a Priority Acknowledgement Table technique to find the shortest 

alternative path. In initial stage a single route is discovered using On-Demand routing protocol. From that route each 

node involves in continuous discovery of another shortest path to reach destination. At that time if a node finds more 

than two alternate paths, then it is declared as DPN and a temporary PAT is constructed from which again a new 

route is discovered to reach the destination. In our proposed work if route failure occurs, route rediscovery starts 

from DPN instead of from original source node by which efficiency is increased. 

 

Keywords:  MANET (Mobile Adhoc Network), PAT (priority Acknowledgment Table), DPN (Demand processing 

Node). 
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Paper Title: 
A Novel Comparison between Apple IOS 8 VS Android 5.0 Lollipop for Best Features and 

Sustainability of the Modern World Mobile OS 

Abstract:   Today in this modern computing world, mobile has become miniature in nature; but not to forget the 

power the small devices have. For the mobile devices to hold so much of power comes not just from the hardware the 

vendors provide but also from the software that runs on these hardware.  This paper compares the good and the bad 

features of the recently released Apple iOS 8 and Android 5.0 Lollipop and finally tries to resolve the best amongst 

the two. 
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Paper Title: 
The Level of Satisfaction of Foreign Students at Sam Higginbottom University Allahabad India for 

Administrative and Academic Performance of Thier University 

Abstract:   The Summary-The satisfaction of the students has become one of the modern approaches to the 

development of higher education in various countries in the world and an essential element of the quality and 

reliability in higher education. Therefore, the objective of this research is to measure the level of satisfaction of 

foreign students at Sam Higginbottom University Allahabad from administrative and academic performance of the 

university. To achieve the objectives of the study, a questionnaire consisting (24) component was distributed among 

(50) foreign students of all disciplines at the University. After the statistical analysis of the results of the 

questionnaire, it showed that the level of satisfaction of students in 2general was acceptable, and in some cases is 

good, but not excellent. Both researchers recommend that satisfaction of students is taken into account as a 

component of quality and reliability, and various university departments seek to meet the needs of students and their 

expectations. 
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Paper Title: Review of Image Segmentation Techniques Including Pre & Post Processing Operations 

Abstract:   Image Segmentation has been an area for a long time which is providing opportunities to do research 

work. Image segmentation is most of judging or analyzing function in image processing and analysis. Image 

segmentation is a process of partitioning an image into meaningful regions that are homogenous or similar and 

inhomogeneous in some characteristics. Image segmentation results have an effect on image analysis and it following 

higher order tasks. Image analysis includes object description and representation, feature measurement. Higher order 

task follows classification of object.. Hence characterization, visualization of region of interest in any image, 
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delineation plays an important role in image segmentation .These image segmentation techniques need comparative 

analysis for further development and modifications for continuous and consistent improvement. Hence, in this paper 

an overview of image segmentation and its present techniques is presented which demands a lot of research work. 
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Paper Title: Tension Variation in Sectional Warping, Part I:  Mathematical Modeling of Yarn Tension in a Creel 

Abstract:   The warping process is one of the weaving preparation processes to produce weaver’s beams which uses 

on weaving machines to produce grey fabrics. In sectional warping several hundreds of yarn from supply packages 

placed on a creel are wound onto a sectional warping drum as sections and then beaming off all warp yarns from the 

drum to the warper's beam, which is used for fabric production with or without the subsequent process known as 

sizing. The uniform and even yarn tension in warping process is vital to produce high quality fabrics on looms with 

high efficiency. The authors attempted to theoretically interpret in terms of mathematical modeling the warp yarn 

tension in the yarn path of the creel with due consideration to various parameters in sectional warping. Further 

theoretically model the warp tension variation according to the geometrical position of the package on a sectional 

warping creel. This paper reports a study of tension variation of cotton yarn unwinding from the supply package up 

to the exit point of the creel of a Kakinoki sectional warping machine. Authors have developed a mathematical model 

to analyze tension variation within the warping creel for the packages with variable diameters  at different positions. 

Based on the developed mathematical model, tension was calculated at various places along the yarn path.   
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Paper Title: Design Study of End Effectors 

Abstract:   Robots play a vital role in automation of machines.The performance of robotic manipulator is completed 

by the end effectors.The choice of end effector is depended on the type of task  to be performed. For holding the 

component and pick & place activities to the specified location gripper is selected and for different types of 

workshop operations various tools are fixed on the manipulator  e.g. welding electrode holder,painting spray gun etc. 
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Paper Title: Input Maping and Simulation Analysis using Adaptive Network Based Fuzzy Inference System 

Abstract:   Fuzzy logic control systems are structured numerical estimators. They combine both the numerical 

process and human like reasoning. Neural networks are numerical trainable dynamical systems that are able to 

emulate human brain functions; their connectionist structure can be used to find the proper parameters and structures 

that resemble human thinking rules for fuzzy logic controllers. Generally fuzzy logic is best applied to non linear, 

time varying, ill- defined systems, which are too complex for conventional control systems to apply. In this paper a 

new combinational connectionist structure is proposed which exploits the advantages of both the fuzzy and neural 

networks avoiding the rule-matching time of the inference engine in the traditional fuzzy logic system. Some 

examples are presented using MATLAB simulation to illustrate the performance and applicability of the proposed 

connectionist model. 

 

Keywords:  Fuzzifier, membership function, receptive field, hybrid learning, adaptivity, input-output mapping, 

ANFIS,training, epoch 

 

References: 
1. Fu-Chuang Chen, “Back propagation Neural Network for Non linear Self-tuning Adaptive Control”, Proc. IEEE Intelligent 

Machine,1989,pp. 274-279 
2. J S Roger Jang and C T Sun, “ Functionalequivalance between radial basis function networks and fuzzy inference systems”, IEEE trans. 

Neural Networks, vol.4,1993 pp 156-159 

3. Jyh–Shing Roger Jang, “ANFIS: Adaptive Network Based Fuzzy Inference System, IEEE Transactions on systems and cybernetics”, 
Vol.23, No.3, 1993, pp.665-685  

4. Jang, J.-S.R., Sun, C.-T & Mizutani, E. (1997) Neuro-Fuzzy and Soft Computing: A Computational Approach to Learning and Machine 

Intelligance. Prentice Hall, Upper Saddle River, New Jersey, USA, 1997. 
5. Ozgur Kisi, “Suspended sediment estimation using neuro-fuzzy and neural network approaches”, Hydrological Sciences–Journal–des 

Sciences Hydrologiques, 50 (4), August 2005 pp. 683-696. 

6. Zhi Rui Huang and M.N. Uddin, “Development of a simplified Neuro- Fuzzy controller for an IM drive,” in the Proc. of IEEE International 

Conf. on Industrial Technology 2006 , 15-17 Dec. 2006, pp. 63–68. 

7. M. N. Uddin Z. R. Huang and Md. M. Chy “A simplified self-tuned neuro-fuzzy controller based speed control of induction motor drives,” 
in the Proc. Of PES General Meeting 2007, 24-28 June. 2007, pp. 1–8. 

8. S. Chiu, “Fuzzy Model Identification Based on Cluster Estimation,” Journal of Intelligent and Fuzzy Systems, Vol. 2, No. 3, 1994, pp. 267-

278 
9. Zadah L (1965) Fuzzy sets. National Science Foundation under Grant, U.S 

10. Negnevitsky M, et al. (2005) Fuzzy expert system. In: (ed) Artificial intelligent a guide to intelligent systems, 2nd edition. Pearson 

Education, England 
11. Kolokotsa, D., Tsiavos, D., Stavrakakis, G. S., Kalaitzakis, K., and Antonidakis, E., 2001, “Advanced Fuzzy Logic Controllers Design and 

Evaluation for Building Occupants Thermal-Visual Comfort and Indoor Air Quality Satisfaction,” Energy Build., 33_6_, pp. 531–543 

12. Westphalen, D., Roth, K. W., and Brodrick, J., 2003, “Fuzzy Logic for Controls,” ASHRAE J., 45_6_, pp. 31–47. 

169-174 



13. Calvino, F., Gennusa, M. L., Rizzo, G., and Scaceianoce, G., 2004,     “The Control of Indoor Thermal Comfort Conditioning: Introducing a 
Fuzzy Adaptive Controller,” Energy Build., 36_2_, pp. 97–102.    

14. Gagarin, N., Flood, I., and Albrecht, P., 1994, “Computing Track Attributes With Artificial Neural Networks,” J. Comput. Civ. Eng., 8_2_, 

pp. 179–200. 
15. Thibault, J., and Grandjean, B. P. A., 1991, “Neural Network Methodology for Heat Transfer Data Analysis,” Int. J. Heat Mass Transfer, 

34_8_, pp. 2063– 2070. 

16. Theodoridis, S., and Kontroumbas, K., 1999, Pattern Recognition, Academic, New York. 
17. Kalogirou, S. A., 1999, “Applications of Artificial Neural Network in Energy Systems—A Review,” Energy Convers. Manage., 40, pp. 

1073–1087. 

18. Khosla, R., and Dillon, T., 1997, Engineering Intelligent Hybrid Multi-Agent Systems, Kluwer, Dordrecht 
19. Moon, S. K., and Chang, S. H., 1994, “Classification and Prediction of the Critical Heat Flux Using Fuzzy Theory and Artificial Neural 

Networks,” Nucl. Eng. Des., 150  

31. 

Authors: Subhradeep Pal, Bharat Gaikwad, Aman Sharma 

Paper Title: 
FYDP Management System with a Novel Pedagogical Strategy for Study of Science at Bachelor’s & 

Master’s Level 

Abstract:   Learning management systems have become a revolution in the field of education. Privatisation of 

education has paved the way for such technology. Nowadays even government institutions have started incorporating 

virtual learning environment in their systems. Learning management system is a broad domain. It has a diverse range 

of features which address variety of problems that were earlier faced by academic circles. One of the features that 

attend the needs of final year students in bachelor and master’s level is a Final Year Degree Project (FYDP) handler 

system. But not much has been done to improve the system. The existing FYDP management system covers very few 

fields like computer science engineering, IT, and few other engineering departments. Science departments hardly 

benefit out of it. In this draft I have proposed a new pedagogical strategy that will take care of FYDPs of 

microbiology, biotechnology and some other science departments. The strategy is conceptualised following Learning 

Collaboratory Framework (LUCIDIFY). Based on the pedagogy I have built a FYDP management system 

application. I have developed a Model Driven Architecture (MDA) for the purpose of building the application. 
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Paper Title: Fatigue Life Estimation of Pressure Reducing Valve Diaphragm 

Abstract:   Predicting the fatigue life of component exactly under the operating conditions is a challenging task in 

design engineering. In this work, fatigue life of pressure reducing valve diaphragm has been predicted which works 

under steam pressure. The fatigue life is predicted analytically by Goodman diagram using stress values given by 

different approaches suggested by M. Di Giovanni, Roark’s, Timoshenko and Nadai. The stress and deflection values 

given by different analytical approaches have shown good agreement with Finite Element Analysis (FEA) results. 

Finally experimental fatigue testing for fatigue life estimation of the pressure reducing valve diaphragm has been 

done for its maximum stroke. 
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Paper Title: Detection of Inrush Current in Transformers Based on Instantaneous Reactive Power 

Abstract:   When a transformer is energized on no load there is a transient inrush current which causes mal-

operation of protective relays. The challenge is to distinguish the inrush current from load and fault currents. In this 

paper, a new technique, based on instantaneous reactive power theory is proposed for the detection of inrush current 

in single-phase transformers. During inrush current as the lower order harmonics are significant, the average value of 

instantaneous reactive power becomes negative, and hence this feature is utilized in this paper to distinguish inrush 

currents from other currents. Investigations are carried out for different faults and switching conditions on a single-

phase transformer using PSCAD software. The simulation results show that the proposed method is able to 

effectively identify inrush currents from other currents. 
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Paper Title: 
Machining Properties Evaluation of Copper and Graphite Electrodes in PMEDM of SKD61 Steel in 

Rough Machining 

Abstract:   Electrode materials have a great impact on the productivity and quality of electrical discharge machining 

(EDM). This study investigated the material removal rate (MRR) and surface quality after EDM using powder mixed 

dielectric fluid (PMEDM). The chemical composition of the surface which affected the tool wear rate (TWR) was 

evaluated. Titanium powder, copper (Cu) and graphite (Gr) electrodes were used. Results showed that mixing 

titanium powder in the oil dielectric fluid significantly affected MRR, TWR and the quality of the machined surface 

using EDM. Titanium powder mixed in the dielectric fluid increased MRR, decreased TWR, surface roughness (Ra) 

and thickness of the temperature-affected machined area. The chemical composition and the surface profile changed 

in a positive direction and the microscopic surface hardness increased. Results indicated that PMEDM is a viable 

method to improve the productivity, accuracy and surface quality in EDM. 
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Paper Title: Biological Data Prediction Using Two Mode Grouping Bayesian Principal 

Abstract:   The development of DNA chip technology makes it possible that high-throughput gene expression 

profiles could be observed simultaneously in particular living organism. The obtained data are usually shown in the 

form of matrix with genes in rows and experimental conditions in columns. However, these matrices often contain 

missing values caused by various factors, such as hybridization failures, insufficient resolution, or deposition of dust 

or scratches on the slide. The subsequent analyses of gene expression data (e.g. clustering, inferring regulatory 

model, or finding functional gene) always require the complete matrices. Repeating the experiments to obtain a 

complete gene expression matrix is usually costly and unpractical. Omitting the gene expression profile vector with 

missing values may lose useful information. Substituting the missing values with zeros or row averages lead the 

change of variance among variables. So an efficient imputation method for the missing value is needed. 
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Paper Title: A Comparative Study of Prevalent Water Quality Indices in Streams 

Abstract:   Indian Rivers like Ganga , Godavari, Brahmputra, Krishna, Cauvery ,Tungabhadra etc. are getting 

heavily polluted by untreated sewage of cities,agricultural runoff infected due to excessive dose of  insecticides, 

untreated industrial wastewater etc.(Bhargava,2007). Almost 200 million people in India do not have access to safe 

and clean drinking water and 90% of the country’s water resources are polluted. As per an estimate by C.P.C.B. in 

2011, only 29 % of wastewater generated  is being treated in urban centres having population more than 50,000 in 

india and 71%  as untreated waste water is being discharged to our rivers, streams and lakes, making them highly 

polluted. Even some of the our developed cities in India like Pune,Nagpur & Nashik are treating only 70 to 80 % of 

city sewage (report TOI.April 2013), so the sewage pollution caused by ordinary indian town & village can be 

imagined. This precipitates the urjent need of identifying the water quality status of our rivers ,to save the human 

race form water borne diseases & other associated aspects. Water quality status of the river at any place & point of 

time can be easily ascertained by determining it’s Water Quality Index. Some water quality indices have been 

developed to evaluate water quality in States,Canada & other countries. These indices are based on important water 

quality parameters like DO,Turbidity,Coliform no. etc..They give the true status of river water quality, usually give 

the same result, but may have some limitations under specific cases.The present paper does, a comparative evaluation 

of these prevalentwater quality indices, practiced in different countries. 
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